
Molecular Biology and Evolution, 2025, 42, 1–2 
https://doi.org/10.1093/molbev/msaf108
Advance access publication 6 June 2025                                                                                                                                              

MBEHighlights

Highlight: MEGA into the New Generation 
of Computational Genetics
Pedro Andrade *

*Corresponding author: E-mail: pedroamandrade@gmail.com. 

Received: May 5, 2025. Accepted: May 5, 2025 
© The Author(s) 2025. Published by Oxford University Press on behalf of Society for Molecular Biology and Evolution. 
This is an Open Access article distributed under the terms of the Creative Commons Attribution-NonCommercial License (https://creativecommons.org/ 
licenses/by-nc/4.0/), which permits non-commercial re-use, distribution, and reproduction in any medium, provided the original work is properly cited. For 
commercial re-use, please contact reprints@oup.com for reprints and translation rights for reprints. All other permissions can be obtained through our 
RightsLink service via the Permissions link on the article page on our site—for further information please contact journals.permissions@oup.com. 

Few applications in computational genetics have had such an 
influence as MEGA—Molecular Evolutionary Genetics Analysis. 
Still going strong in its 12th version (Kumar et al. 2024), the impact 
of this legacy toolset is easily captured when one considers that the 
publications of two of its releases—MEGA4 (Tamura et al. 2007) 
and MEGA7 (Kumar et al. 2016)—now feature in the top 100 list 
of the most highly-cited papers across all fields of research (Van 
Noorden 2025). Reasons for this success include the comprehen
sive list of tools provided to the user (e.g. sequence alignment, mod
el testing, phylogenetic inference), its regular development, and 
community acceptance. But above all, one can say that MEGA 
shines in its accessibility, providing beginners in bioinformatics 
with a point-and-click graphical user interface that helps smooth 
the entry into this difficult field.

But can MEGA go one step further? A new Protocol article 
in Molecular Biology and Evolution by Allard and Kumar 
(2025) presents a novel tool that promises to overcome re
maining barriers in accessibility. As stated by the authors, 
the growing array of tools available through MEGA has led 
to a growing complexity in the operation of the software. 
When faced with so many analytical possibilities, wouldn’t 
you want someone to discuss it with? So, why not just talk 
to MEGA? This is their proposition with MEGA-GPT.

Artificial intelligence (AI) chatbots, such as the well-known 
ChatGPT by the company OpenAI, have taken the world by 
storm in the past 2 years. These large-language models 
(LLMs) are a type of neural network trained on large text da
tasets to predict and generate human-like language, based on 
text input by users. Most of these tools have been trained 
with large, generalistic text datasets and are quite efficient in 
providing answers to queries and acting as custom virtual as
sistants in a variety of fields, including molecular biology and 
bioinformatics. However, they can also be criticized for their 
vague and unrefined output.

A solution to these limitations of LLMs is to train models on 
more specific sets of instructions. To create MEGA-GPT, 
Allard and Kumar trained OpenAI’s GPT model with the 
MEGA documentation and some of the most relevant articles 
on the original tool and its methods. Their objective was to 
create a chatbot model that could guide users through 
MEGA’s growing array of options and models and help devise 
protocols tailored for different research questions. The 

authors then tested the model’s performance by comparing 
its answers to the generalist GPT-4o model of ChatGPT in 
three example use cases: mutation impact assessment, timetree 
building, and recombination detection.

As a whole, MEGA-GPT performed better than ChatGPT 
across the different tasks, providing more specific and accur
ate answers on MEGA’s tools. More importantly, 
MEGA-GPT did not seem to suffer from hallucinations—a 
well-known issue with LLMs associated with the fabrication 
of answers (Ji et al. 2023). ChatGPT generated erroneous, 
fabricated answers in 2 of the 3 tasks, going as far as gener
ating a false protocol for recombination detection, a feature 
that does not exist yet in MEGA. In all 3 tasks, MEGA-GPT 
was able to provide more accurate and precise information, 
pinpointing not only MEGA’s options but also its 
limitations.

Is this just the beginning for tailored chatbot assistants in 
evolutionary genetics research? Recent decades have seen an 
explosion in computational pipelines and tools for analyzing 
DNA sequence data, but one could argue that the learning 
curve has not exactly become smoother. Most new tools are 
experimental, lack detailed documentation, and are operated 
through a command-line interface that, for many, requires ex
tensive training and adjustment. In other professional fields, 
LLMs are well on their way towards being adopted into work
flows to ease multiple tasks (e.g. Lu et al. 2024; Yan et al. 
2024), so it should come as no surprise that the same is likely 
to happen in molecular evolution. Soon, new bioinformatic 
tools (even those designed for command line usage) may be re
leased accompanied by their own custom LLM assistants. In 
theory, these LLMs may even assist with technical issues, 
like solving dependency barriers. MEGA is leading the way 
with its new GPT-enabled tool, just as it has led the way for 
large-scale molecular evolutionary analyses since its first intro
duction back in 1994.

Want to learn more? Check out these other articles focusing 
on accessible computational tools in genetics recently pub
lished in Molecular Biology and Evolution:

• “Squirrel: Reconstructing semi-directed phylogenetic 
level-1 networks from four-leaved networks or sequence 
alignment” (Holtgrefe et al. 2025)
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• “phyloBARCODER: A web tool for phylogenetic classifi
cation of eukaryote metabarcodes using custom reference 
databases” (Inoue et al. 2024)

Data availability
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