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Abstract—In the studies of Drosophila embryogenesis, a large number of two-dimensional digital images of gene expression patterns

have been produced to build an atlas of spatio-temporal gene expression dynamics across developmental time. Gene expressions

captured in these images have been manually annotated with anatomical and developmental ontology terms using a controlled

vocabulary (CV), which are useful in research aimed at understanding gene functions, interactions, and networks. With the rapid

accumulation of images, the process of manual annotation has become increasingly cumbersome, and computational methods to

automate this task are urgently needed. However, the automated annotation of embryo images is challenging. This is because the

annotation terms spatially correspond to local expression patterns of images, yet they are assigned collectively to groups of images

and it is unknown which term corresponds to which region of which image in the group. In this paper, we address this problem using a

new machine learning framework, Multi-Instance Multi-Label (MIML) learning. We first show that the underlying nature of the

annotation task is a typical MIML learning problem. Then, we propose two support vector machine algorithms under the MIML

framework for the task. Experimental results on the FlyExpress database (a digital library of standardized Drosophila gene expression

pattern images) reveal that the exploitation of MIML framework leads to significant performance improvement over state-of-the-art

approaches.

Index Terms—Gene expression pattern, image annotation, machine learning, multi-instance multi-label (MIML) learning, support

vector machine, Drosophila.

Ç

1 INTRODUCTION

EMBRYONIC development is orchestrated by the spatio-
temporal expression of a multitude of genes over time.

Understanding of this expression dynamics paves the way
toward unraveling the patterns and processes governing
development. The fruit fly Drosophila melanogaster is a well-
studied model organism for this purpose. To accelerate
genome-wide studies of Drosophila embryogenesis, the
Berkeley Drosophila Genome Project (BDGP) [41], [42] has
produced comprehensive atlas of gene expression patterns
during Drosophila embryonic development in the form of
two-dimensional (2D) digital images by high-throughput
RNA in situ hybridization to whole-mount embryos. Each in
situ image records the spatial distribution of gene expression
within an embryo at a particular Drosophila time (develop-
mental stage range). These spatio-temporal images are
stored in a database and organized in groups based on
genes and developmental stages. Text-based anatomical and
developmental ontology terms using a controlled vocabulary

(CV) [42] are assigned to each image group, as illustrated in
Fig. 1. These annotations indicate the gene expression and
can be used for identifying genes with similar patterns and
for connecting embryonic gene expression with their adult
counterparts [17], [21], [27]. The annotation task is generally
carried out manually by human curators. With the rapid
accumulation of the in situ images, manual annotation
becomes more and more intractable. Therefore, it is highly
desired to develop computational methods to automate the
annotation task [23], [52].

The task of automating expression annotation poses
several significant challenges. First of all, in the BDGP
database, the annotation terms are assigned collectively to
groups of images, and some terms do not apply to all the
images in the group. As illustrated in Fig. 1, each image group
is assigned with multiple CV terms, but this does not imply
that each image in the group is associated with all the terms.
Moreover, the terms are generally relevant to regions rather
than whole images, while in the BDGP database the
correspondence between the regions and the terms is
unknown. The problem is even more complicated by
considering that even for the same term, the corresponding
regions in different images may have significant variations in
visual appearances. In addition, the variability and complex-
ity in the morphology of embryo anatomical structures and
the effects of overlapping structure in a 3D embryo on signal
detection also cause difficulties for the annotation problem.

Several prior attempts for the automated annotation of
fruit fly embryo in situ images have been reported. Zhou
and Peng [52] conducted their study based on a simplified
assumption that each image in the data set is annotated
with CV terms. They represented each image by wavelet
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embryo features and designed a two-tier automatic annota-
tion system. The setting in their study, however, does not
directly apply to the BDGP data due to their simplified
assumption. Ji et al. [23] used pyramid match kernels [15],
[28] to calculate the similarity between sets of images, and
proposed a multiple-kernel-learning formulation based on a
hypergraph to construct a predictive model. To achieve
better annotation performance, a bag-of-words scheme was
employed later [22] to represent the expression patterns of
image groups, and a linear classification model based on
shared-subspace learning framework was constructed.
Recently, they built a local regularization based classifica-
tion model with image groups represented by an improved
bag-of-words scheme to perform computational annotation
[24], and achieved the best annotation performance on the
BDGP database to date.

In this paper, we first show that the learning task
underlying the Drosophila gene expression pattern annota-
tion problem matches well with a new machine learning
framework, Multi-Instance Multi-Label (MIML) learning
[56], [57]. Then, we propose two support vector machine
algorithms under the MIML framework to tackle the
annotation task. Experiments show that the exploitation of
MIML framework can lead to performance superior to
existing Drosophila gene expression pattern annotation
approaches.

The rest of this paper is organized as follows: In Section 2,
we focus on the formalization of the annotation problem
and briefly introduce the MIML learning framework. In
Section 3, we present the MIMLSVMþ method and extend it
further by incorporating a strategy to take into account the

correlations between annotations. Experimental results are
reported in Section 4, followed by discussions in Section 5.
Finally, Section 6 concludes the paper.

2 DATA SET AND ANNOTATION TASK

FORMALIZATION

2.1 Data Set

To develop and test our automated annotation methods, we
use the FlyExpress database (http://www.flyexpress.net)
which is widely used to develop and test computational
annotation approaches for Drosophila gene expression
pattern images [22], [24], [57] instead of the raw BDGP
database. The FlyExpress database collects the images of
Drosophila embryos produced by whole-mount in situ
hybridization technique from the BDGP database and
standardized them semi-manually. That is, each image
contains only one individual whole embryo; all the embryos
are scaled to the same size of 320� 128 pixels, and aligned
with the embryo anterior to the left. Though this reduces the
number of in situ images, it makes the annotation task easier
in some sense. The organization of the images is the same as
the BDGP database, as shown in Fig. 1. Currently, the
FlyExpress database contains more than 9,000 image groups
consisting of over 40,000 BDGP in situ images.

2.2 The Formalization of the Drosophila Annotation
Task

For each image group, text-based terms from a precon-
structed anatomical ontology are assigned to indicate gene
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Fig. 1. Example image groups and associated annotation terms for the gene Actn in different Drosophila developmental stages (4-6, 7-8, 9-10, 11-
12, and 13-16) in the BDGP database. The darkly stained region highlights the place where the gene is expressed. There are a total of 5 image
groups presented above with various numbers of in situ images contained in each group and annotated with different CV terms.



expression (staining). As mentioned in Section 1, CV terms
are collectively assigned to image groups, while the relations
between terms and images are quite complicated. For
example, in Fig. 2, the term “brain primordium” is related
to the head position of all the three images, and if the head
position of one image shows such a pattern, then the term
will be annotated to the image group; the term “ventral nerve
cord primordium” can be observed in all three images, but at
different positions; while the term “visceral muscle primor-
dium” is only visible in the third image.

A classical assumption in pattern recognition or image
annotation is “similar patterns share similar annotations/
labels.” If we take this assumption directly, a poor perfor-
mance might be obtained for the current task, because the
“image similarity” is not directly related to “term similarity.”
For example, suppose an imageAi is similar to the first image
in Fig. 2 in most areas, yet different in a small region at the
head position; though on the whole the two images are
similar, Ai does not have the term “brain primordium.” For
another example, suppose an imageAj is very different from
the first image in Fig. 2 in most areas, yet similar at the head
position; though on the whole the two images are dissimilar,
Aj does have the term “brain primordium.”

It is thus natural to consider the regions related to a
concerned term, e.g., for “brain primordium” we only
consider the head region; then, for a new image, we simply
compare with its head region. However, this is infeasible for
our task, since we do not know which term is related to
which region in which image.

To address this challenge, we first need to represent the
objects of interest. Considering that the terms are related to
regions rather than the whole images, we extract many local
patches from each image, and then represent each patch
using a feature vector. Here, we extract dense regular
patches from images [22], [23], [24], and use visual and
spatial features to represent each patch. The radius and
spacing of each regular patch are set to 16 pixels, and thus a
total of 133 patches are extracted from each image since our
images are of size 320� 128 pixels [22]. For each patch, we
use the popular SIFT descriptor [32], [33], an 128-dimen-
sional vector, for the visual features, and directly used the
coordinates of the center point of the patch as spatial
features. Visual information are generally used in image
annotation tasks. It may also be beneficial to include spatial
information in addition to visual features.

Formally, letBi denote the ith image group in the database,
Pij denote the jth image of Bi, and xijk denote the feature
vector corresponding to the kth patch of image Pij. The set of
feature vectors collected from the images ofBi can be denoted
asXi ¼ fxijkg ðj ¼ 1; 2; . . . ;mi; k ¼ 1; 2; . . . ; mijÞ, wheremi is
the number of images contained inBi, andmij is the number
of patches extracted from the image Pij. For convenience, we
simply use Xi ¼ fxisg ¼ fðxis 0; xis 1Þg ðs ¼ 1; 2; . . . ; niÞ to
represent the collection of all the feature vectors gathered
from Bi, where xis 0 and xis 1 denote the visual features and
the spatial features of the sth patch of Bi, respectively;
ni ¼

Pmi

j¼1 mij. Here, Xi is called a bag of instances (or bag of
feature vectors), and each feature vectorxis in the bag is called
an instance. Note that in our study, we extract 133 patches per
image, i.e., mij is a constant 133. Thus, if an image group
contains three images, it forms a bag of 3� 133 ¼ 399
instances. We use Yi ¼ fyipg ðp ¼ 1; 2; . . . ; liÞ to represent
the annotation terms of Bi, where li is the number of terms
assigned toBi. Therefore, from the view of machine learning,
the automatic Drosophila gene expression annotation task can
be considered as a learning problem of building a predictive
model from a training set fðXi; YiÞgði ¼ 1; 2; . . . ; nÞ to predict
a set of proper labels Y of an unseen image group X.

This learning problem differs from the conventional
supervised learning which learns concepts from objects
each represented by a single feature vector and associated
with a single label. Interestingly, this learning problem falls
exactly into a new machine learning framework, MIML
learning [56], [57]. MIML is motivated by learning problems
involving complicated objects represented by a set of
feature vectors and associated with multiple class labels.
For example, in the text categorization task, a text document
may belong to several categories simultaneously and can be
represented by multiple feature vectors (in the same feature
space) each corresponds to one section. Formally, let X
denote the instance space and Y the class labels. MIML tries
to learn a function f : 2X ! 2Y from a training set fðXi;
YiÞg ¼ fðX1; Y1Þ; ðX2; Y2Þ; . . . ; ðXn; YnÞg, where Xi ¼ fxi1;
xi2; . . . ; xi;nig � X is a set of instances, and Yi ¼ fyi1;
yi2; . . . ; yi;lig � Y is a set of labels. It is obvious that our
concerned Drosophila gene expression annotation task is a
typical MIML learning problem, and thus can be solved by
MIML learning techniques.

3 METHODS

3.1 The MIMLSVMþ Method

In this section, we present an MIML support vector machine
algorithm to address the task of Drosophila gene expression
pattern annotation.

Two MIML algorithms, MIMLBoost and MIMLSVM, have
been proposed in [57]. MIMLBoost solves MIML problems by
degenerating the problems into multi-instance single-label
problems through adding pseudolabels to each instance,
while MIMLSVM solves MIML problems by degenerating
the problems into single-instance multi-label problems
through a specific clustering process. Both MIMLBoost and
MIMLSVM have been shown to be effective [57], however,
they were not designed for large-scale learning problems,
e.g., our Drosophila computational annotation problem. Thus,
new algorithms that can efficiently address large-scale data
are desired.
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Fig. 2. Illustration of the underlying relationships between the CV terms
and their corresponding image patterns. The image group of gene Actn
in the stage range 11-12 in Fig. 1 is presented here. A set of terms is
collectively assigned to a group of images, while we do not know which
term is related to which region in which image.



Support vector machine (SVM) [3], [44] is a widely
used machine learning technique and has been applied
successfully to many real-world applications [8]. For
classification problems, SVM implements a large margin
classifier by solving a quadratic optimization program
based on the principle of structural risk minimization.
Conventional SVM deals with traditional learning pro-
blems where the object is represented by a single instance
and associated with a single class label. MIMLSVM [57] is
designed for MIML learning problems based on SVM. In
this section, we present a different SVM method,
MIMLSVMþ, for MIML learning.

In MIMLSVMþ, we simply employ a degeneration
strategy which decomposes the learning of multiple labels
into a series of binary classification tasks. That is, we construct
an SVM for each term; for a concerned term, we collect all the
image groups with this term as positive samples, and the
image groups without the term as negative samples.
Generally, for a given developmental stage range, only a
few image groups are associated with a particular term.
Therefore, the class imbalance problem [45], [53] has to be
taken into account; otherwise, the obtained classifier will be
biased toward classifying test samples to be negative.

To illustrate the phenomenon of the class imbalance
problem encountered in our annotation task, in Fig. 3 we
plot the class imbalance levels of the terms to be analyzed
under different developmental stage ranges. Here, the class
imbalance level is defined as the number of negative
samples divided by the number of positive samples. It can
be seen from Fig. 3 that in all stage ranges, most terms suffer
from class imbalance.

Suppose n is the number of training image groups; y 2 Y
is an annotation term;Xi is the bag of instances (local feature
vectors) extracted from the ith image group in the training
set. For each term y, let ’ðXi; yÞ be the indicator function
defined as: ’ðXi; yÞ ¼ 1 if y is attached to the image group i,
and ’ðXi; yÞ ¼ �1 otherwise. The resulting SVM classifica-
tion model involves the following optimization problem:

min
wy;by;�iy

1

2
kwyk2 þ C

Xn
i¼1

�iy�iy

s:t: : ’ðXi; yÞðhwy; �ðXiÞi þ byÞ � 1� �iy
�iy � 0 ði ¼ 1; 2; . . . ; nÞ;

ð1Þ

where h�; �i denotes the inner product; �ðXiÞ is the function
which maps the bag of instances Xi to a higher dimensional
spaceH;wy and by are the parameters for representing a linear
discriminant function in H; �iy is the nonnegative slack
variable introduced in the constraints to permit some training
bags to be misclassified [7]; kwyk2 is used to reflect the model
complexity [44]; C is the parameter to trade off the model
complexity and the sum of losses of the training bags; �iy is the
amplification coefficient of the loss �i for handing the class
imbalance problem. Here, �iy is defined as

�iy ¼
1þ ’ðXi; yÞ

2
Ry þ

1� ’ðXi; yÞ
2

; ð2Þ

whereRy is the class imbalance level of y, and is estimated on
the training set through dividing the number of negative bags
by the number of positive bags. It can be seen that �iy ¼ Ry if
’ðXi; yÞ ¼ 1, while �iy ¼ 1 when ’ðXi; yÞ ¼ �1; this implies
that the penalty on the loss of positive bag is amplified byRy,
and therefore, the penalties for the losses on the positive and
negative bags areRyC andC, respectively. We can set a larger
penalty factor on the loss of positive bags compared with that
of negative ones if there are many more negatives than
positives. This “rescaling” strategy is popular in handling
class-imbalance problems [45], [53], [54].

The procedure of solving the optimization problem (1) is
called “training,” and it has been proved that the training
procedure depends only on the data through dot products in
H [3], [44], i.e., on functions of the form KðXi;XjÞ ¼
h�ðXiÞ; �ðXjÞi where KðXi;XjÞ is called “kernel function;”
Xi and Xj denote two arbitrary training bags. In fact, kernel
function is very crucial in support vector machine and needs
to be predefined [44]. Different kernel functions can result in
different support vector machines. Note that the kernel
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Fig. 3. The class imbalance levels of the annotation terms in different developmental stage ranges. For each developmental stage range, we sort the
annotation terms in ascending order according to their imbalance levels, and use the horizontal axis in each subplot to represent the ordinals of
ordered terms. (a) stage range 4-6, (b) stage range 7-8, (c) stage range 9-10, (d) stage range 11-12, and (e) stage range 13-16.



function KðXi;XjÞ employed here is based on bag of
instances instead of single feature vectors. Theoretically,
any kernel defined on set of instances [19] can be used to
computeKðXi;XjÞ. In the current work, we simply adopt the
well-known multi-instance kernel [13], which is defined as

KMIðXi;XjÞ ¼
1

ninj

X
ðxis 0;xis 1Þ2XiX

ðxjz 0;xjz 1Þ2Xj
e��1kxis 0�xjz 0k2��2kxis 1�xjz 1k2

;

ð3Þ

where ni and nj are normalization factors for taking into
account the sizes of bags, defined as the numbers of instances
in the bags Xi and Xj, respectively. Intuitively, the term
kxis 0 � xjz 0k2 measures the similarity of visual features
between the expression patterns of two patches, while
kxis 1 � xjz 1k2 calculates the spatial distance between two
patches. The visual and spatial information are combined
with different weights �1 and �2 through the kernel trick. It is
easy to verify thatKMIðXi;XjÞ is a valid kernel because only
dot product on two Gaussian kernels is presented in KMI .

Once the kernel function KMIðXi;XjÞ is defined, the
optimization problem (1) can be solved by many methods
[8] implemented in many software packages, e.g., [5], [26].
Let X denote the bag of instances extracted from an unseen
image group. Then, the resulting classification model for
annotating term y to X is

fyðXÞ ¼ hwy; �ðXÞi þ by

¼
Xn
i¼1

�iy’ðXi; yÞKMIðXi;XÞ þ by;
ð4Þ

where fyðXÞ is the output which can be considered as a score
indicating how likelyX should be annotated with the term y.

After the term-specific predictive models fyðXÞ ðy 2 YÞ
have been constructed for all the annotation terms, for an
unseen image group, we employ the T-criterion [2], [57] to
make the final annotations based on the outputs of the
SVMs. That is, the unseen image group is first fed to every
classification model as described in (4); then, the image
group is labeled with all the terms whose corresponding
predictive models produce positive outputs. In the case
where all the predictive models output negative values,

the image group is labeled with the term whose predictive
model has the maximum output value. The pseudocode of
MIMLSVMþ is shown in Table 1.

3.2 E-MIMLSVMþ: Incorporating Term Correlations

MIMLSVMþ decomposes the multi-label problem into a
series of independent binary learning tasks each for a term.
In this way, the correlation between the terms is neglected,
while many studies have shown that an appropriate
exploitation of the correlation will improve the performance
since some information from one term may be helpful to
other terms [31], [43], [50], [56]. Herein, we present the
E-MIMLSVMþ method which extends MIMLSVMþ by
incorporating the term correlations.

We incorporate the term correlations by utilizing multi-
task learning techniques [1], [11], [12], [47] which consider
the labeling of each term as a task. Since MIMLSVMþ is a
support vector machine algorithm, it is natural to employ
the kernel-based multitask learning framework [12] for the
extension. For convenience, we denote the procedure of
learning a classification model for annotating the term y 2 Y
to image groups as task y. Suppose the classification
function for annotating the term y 2 Y can be written as

fyðXÞ ¼ hwy; �ðXÞi þ b ¼ hðw0 þ vyÞ; �ðXÞi þ b; ð5Þ

where w0 is used to reflect the commonalities shared by
different learning tasks, and vy is the task-specific model
parameter used to measure how distinct the task y is. Let jYj
indicate the number of terms in the label space Y. The goal
of multitask learning is to estimate w0, vt ðt ¼ 1; 2; . . . ; jYjÞ
as well as b simultaneously for achieving a better
performance compared to learning the tasks independently.
In this work, we extend the formulation (1) to

min
w0;vy;b;�iy

1

2

X
y2Y
kvyk2 þ �kw0k2

 !
þ C

X
y2Y

Xn
i¼1

�iy�iy

s:t: : ’ðXi; yÞðhðw0 þ vyÞ; �ðXiÞi þ bÞ � 1� �iy
�iy � 0;

ð6Þ

where � is employed to reflect the similarity between the
tasks. The larger the �, the smaller the w0, and vice versa.
Thus,� can be used to tune the closeness between each model
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TABLE 1
The MIMLSVMþ Algorithm



parameter vy and the shared model parameter w0. It can be
seen that (6) is very similar to (1), while the main difference is
that (6) transforms the problem of learning multiple
classification tasks simultaneously into a single learning
problem in the form of support vector machine. If jYj ¼ 1, i.e.,
there is only one task to be tackled, (6) degenerates to (1).

The optimization problem (6) can be solved by the same
solver of MIMLSVMþ, and the resulting classification
function for annotating term y 2 Y to an unseen image
group X is

fyðXÞ ¼
Xn
i¼1

X
t2Y

�it’ðXi; tÞKtyðXi;XÞ þ b; ð7Þ

where Kty is the kernel function. Different from the kernel
function defined in MIMLSVMþ which measures the
similarity between two bags of the same task, Kty measures
the similarity between two bags coming from the task t and
the task y, respectively. Formally, Kty is defined as

KtyðXi;XjÞ ¼
1

�
þ �ðt ¼ yÞ

� �
h�ðXiÞ; �ðXjÞi

¼ 1

�
þ �ðt ¼ yÞ

� �
KMIðXi;XjÞ ðt; y 2 YÞ;

ð8Þ

where �ðt ¼ yÞ ¼ 1 if t ¼ y, and �ðt ¼ yÞ ¼ 0 otherwise. It
can be seen from (8) that Kty is defined not only between
bags of instances but also between tasks. Therefore, Kty can
be called as “multi-instance multitask” kernel, which
bridges the multi-instance kernel and the multitask kernel.
It is obvious that the kernel Kty is convenient to get from the
multi-instance kernel KMI .

It can be seen from (6) that all the models fy are forced to
be close to a common one parameterized by w0. However,
this is too restrictive in our annotation problem, since some
terms may not be related at all. Therefore, we first employ a
clustering process to partition the terms into some subgroups
based on the correlations between terms. As the conse-
quence, the tasks in each cluster may be strongly correlated.
From biological view, related tasks can be considered as

annotating coexpressed regions. Thus, the clustering process
can be seen as identifying the potentially coexpressed
regions. Formally, let Y ¼ ½’ðXi; yÞ�n�jYj denote the label
indicator matrix, i.e., Yij ¼ ’ðXi;YðjÞÞ, where n is the
number of training bags. We directly use the Pearson’s
correlation coefficient computed on columns of Y as the
measure of correlation between terms [24] for clustering. For
the terms in each cluster, we employ the formulation (6) to
build a predictive model for annotating these terms. Finally,
the T-criterion is employed to combine the predicted labels
for the test bags. The pseudocode for the whole process is
summarized in Table 2. Note that, if the cluster number K
equals to the number of terms in the label space Y, i.e.,
K ¼ jYj, each cluster will contain only one unique term; in
this case the E-MIMLSVMþ degenerates to MIMLSVMþ.
Therefore, MIMLSVMþ can be regarded as a special case of
E-MIMLSVMþ.

Note that E-MIMLSVMþ is generally more time con-
suming than MIMLSVMþ since learning multiple tasks
simultaneously will result in many more bags of instances
involved in the optimization procedure. Meanwhile, the
memory requirement of E-MIMLSVMþ is also much more
than that of MIMLSVMþ.

3.3 Software

The codes of our methods are available at http://
lamda.nju.edu.cn/datacode/MIMLAnnotator.htm, which
are implemented with Matlab 7.6 in windows.

4 EXPERIMENTS AND RESULTS

4.1 Experimental Configuration

The early embryogenesis of Drosophila is divided into six
developmental stage ranges [37], i.e., 1-3, 4-6, 7-8, 9-10, 11-
12, and 13-16, and most of the CV terms are stage range
specific. So, we annotate the gene expression pattern images
according to stage ranges. Table 3 summarizes the numbers
of the annotation terms, the numbers of image groups, and
the total numbers of images from each stage range in the
FlyExpress database used in our experiments.
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The E-MIMLSVMþ Algorithm



Since the stage range 1-3 has only two terms, we skip this
stage range and perform experiments on the other five stage
ranges. It can be seen from Table 3 that various CV terms
are contained in different stage ranges. For each stage
range, we start from the top 10 CV terms with the largest
numbers of image groups, and the number of CV terms is
increased by 10 for each round until no CV terms can be
added. In each round, all the image groups annotated with
at least one of the included terms are picked out to construct
an experimental data set. There are some CV terms
associated with only a few image groups, and these CV
terms are not considered in our experiments. Overall, there
are a total of 18 experimental data sets over different stage
ranges, denoted by D1; D2; . . . ; D18. The corresponding
stage ranges and the numbers of CV terms of the
experimental data sets are summarized in Table 4.

On each data set, the image groups are randomly
partitioned into a training set and a test set according to the
ratio about 1:1 for each term in pervious studies [22], [24]. The
training set is used to build a predictive model, and the test
set is used to evaluate its performance. In addition, to
produce a reliable performance estimation, the training/test
splitting procedure is repeated for 30 times and the average
performance is reported [22], [24]. In order to make a fair
comparison with these works, we employ the same setting
with the same partitions of the data sets and report the
average performance as in previous studies [22], [24].

4.2 Performance Evaluation Criteria

In the literature, for learning problems where each object is
assigned with multi-labels, the performance evaluation
criteria can be divided into two categories: 1) criteria that
are directly extended from traditional single-label evalua-
tion measures to multi-labels [16], [23], [24], such as the
macro F1, micro F1, and AUC (the Area Under ROC Curve);
2) criteria that are specifically designed for the setting of
multi-labels [48], [56], such as the hamming loss, one-error,
coverage, average precision, and ranking loss.

The definitions of these measures can be found in the
supplementary material, which can be found on the

Computer Society Digital Library at http://doi.
ieeecomputersociety.org/10.1109/TCBB.2011.73, of this pa-
per. Briefly, the larger the values of macro F1, micro F1,
AUC, and average precision, the better the performance,
while the smaller the values of hamming loss, one-error,
coverage, and ranking loss, the better the performance. It
should be noted that the hamming loss is calculated directly
from “accuracy,” which is a performance measure com-
monly used in conventional single-label leaning task.
However, it has been shown that “accuracy” suffers
seriously from class imbalance [9], [36]. We thus exclude
the hamming loss and use the other seven criteria to assess
the performance of annotation methods. Note that these
criteria measure the annotation performance from different
aspects, and it is rare that one algorithm beats another
algorithm on all these criteria.

4.3 Results and Analyses of MIMLSVMþ

We first compare MIMLSVMþ with previous approaches on
Drosophila gene expression pattern annotation introduced in
Section 1. The competing approaches include the pyramid
match kernel based method [23] and the two bag-of-words
based methods [22], [24].

As for the pyramid match kernel based method [23],
which is denoted by PMK in this paper, three different kernel
combination schemes, i.e., star, clique [6], and Kernel
Canonical Correlation Analysis (KCCA) [18] were employed
to combine the kernels of different local descriptors, and
produced three sets of annotation results. For each criterion,
only the best result among these three schemes is reported as
the performance of PMK in this paper. We use “MLSS-BOW”
to denote the method proposed in [22] which applied the
shared subspace multitask formulation to implement anno-
tation, and “MLGR-SBOW” to denote the graph regulariza-
tion based multitask learning method proposed in [24]; both
of these two methods are based on the bag-of-words (BOW)
representation scheme. The annotation performance of PMK
and MLGR-SBOW can be calculated directly from the
classification results reported in [24]. Since the detailed
prediction results of MLSS-BOW in [22] are not available, we
rerun MLSS-BOW on all the 18 data sets and report the
performance. For MIMLSVMþ, we set the kernel parameters
�1 and �2 as suggested in [13], i.e., �1 and �2 should be set in
the order of magnitude of 1=ð2d2

1Þ and 1=ð2d2
2Þ or lower,

respectively, where d1 ¼ 128 and d2 ¼ 2 are the dimensions
of SIFT descriptor and region coordinates, respectively.
Therefore, we set �1 ¼ 10�5 and �2 ¼ 10�2 in our experi-
ments. The penalty factor C for MIMLSVMþ is tuned
through 10-fold cross-validation on the training set in which
the whole train set is randomly partitioned into 10 approxi-
mately equal-size subsets, and then for each of 10 trials we
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use a different subset as test set while the union of the
remaining nine subsets is used as training set.

Fig. 4 plots the comparison results. Note that the
performance of E-MIMLSVMþ, which will be discussed in
the next section, is also plotted in Fig. 4. The win/tie/loss
counts obtained after paired t-tests at 95 percent significant
level of MIMLSVMþ versus PMK, MLSS-BOW and MLGR-
SBOW in terms of all the seven criteria on all the 18
experimental data sets are summarized in Table 5. The table
provides a systematic comparison between MIMLSVMþ

and the three baselines.
It can be observed from Fig. 4 and Table 5 that

MIMLSVMþ outperforms PMK consistently. Both
MIMLSVMþ and PMK are kernel-based methods, however,
PMK treats the annotation problem from the view of
conventional supervised learning while MIMLSVMþ works
under MIML framework. Their different formulations result
in different types of kernels employed and thus lead to
different annotation performance. For the annotation task,
the MIML formulation can help to capture more discrimi-
nant information from image groups than the conventional
supervised formulation, and leads to much better annota-
tion performance.

We can also observe that MIMLSVMþ outperforms MLSS-
BOW consistently. MLSS-BOW solves the annotation task by
conventional single-instance multi-label formulation based
on the popular bag-of-words representation in image
annotation problems [38], and takes into account term
correlations. However, as can be seen from Fig. 4 and Table 5,
our MIMLSVMþ is superior to the MLSS-BOW, though
MIMLSVMþ is a MIML solution by degeneration which does
not fully exploit the power of MIML framework.

MLGR-SBOW achieves better annotation performance
than MLSS-BOW. We can observe that, however, on most
cases MIMLSVMþ is superior to MLGR-SBOW, and MLGR-
SBOW is comparable to MIMLSVMþ on only a few cases.
To further examine whether MIMLSVMþ significantly
outperforms MLGR-SBOW considering that there are a few
comparable cases, we conduct the sign tests at 95 percent
significant level on the t-tests results on all the 18 experi-
mental data sets for every criterion. The results indicate that
MIMLSVMþ is significantly better than MLGR-SBOW in
terms of all the annotation evaluation performance criteria.

The above observations conclude that for the Drosophila
gene expression pattern annotation problem, MIMLSVMþ is
superior to previous computational annotation approaches
although it has not taken into account the term correlations.
Our results demonstrate the power of the MIML learning
framework for the annotation for in situ expression patterns.

4.4 Results and Analyses of E-MIMLSVMþ

Compared with MIMLSVMþ, E-MIMLSVMþ exploits term
correlations when building classifiers to annotate CV terms.
The multi-instance multitask kernel Kty can be easily
computed from the multi-instance kernel used in
MIMLSVMþ, as shown in the (8). The parameter � and the
penalty factor C in optimization (6) can be tuned by double
cross-validation on training sets. To cluster the terms in
the label space Y into subgroups, we use the k-means
algorithm [10] to partition the CV terms. The number of
clusters K is important yet hard to decide, and there is no

guideline for selecting a properK. In this work, we simply let
K ¼ qjYj, where q is a real number which is called “scattering
ratio” in this paper. The larger the value of q, the larger the
number of clusters. When q ¼ 1, E-MIMLSVMþ degenerates
to MIMLSVMþ. In our experiments we set q ¼ 0:5, and will
discuss the influence of q at the end of this section.

The detailed annotation performance of E-MIMLSVMþ is
plotted in Fig. 4. To compare E-MIMLSVMþ with
MIMLSVMþ, the win/tie/loss counts of E-MIMLSVMþ

versus MIMLSVMþ in terms of the seven performance
criteria are summarized in Table 6. We can observe from
Fig. 4 and Table 6 that on most cases, E-MIMLSVMþ is
superior to or at least comparable with MIMLSVMþ. Sign
tests at 95 percent significant level on the t-tests results
indicate that in terms of micro F1, one-error, coverage,
average precision, and ranking loss, E-MIMLSVMþ is
significantly better than MIMLSVMþ, while in terms of
macro F1 and AUC, E-MIMLSVMþ presents comparable
performance with MIMLSVMþ. This validates the exploita-
tion of term correlations in E-MIMLSVMþ.

Nevertheless, the performance improvement gained by
E-MIMLSVMþ is not as much as expected. Previous studies
[22], [24] indicated that much improvement can be obtained
by taking into account the term correlations in building
classifiers. Fig. 5 shows the performance improvement of
E-MIMLSVMþ, MLGR-SBOW, and MLSS-BOW compared
with their degeneration versions which do not consider
term correlations, respectively, in terms of micro F1 as an
example. The key difference between our work and the
previous studies [22], [24] lies in the fact that previous
studies employed the single-instance multi-label formula-
tion, while our study is based on MIML formulation.
Meanwhile, the degenerated version of E-MIMLSVMþ,
i.e., MIMLSVMþ, is significantly better than MLGR-SBOW
and MLSS-BOW though they have exploited term correla-
tion information. Therefore, we conjecture that the im-
provement of E-MIMLSVMþ over MIMLSVMþ is not as
much as expected because some useful information has
already been captured by the MIML formulation.

To verify the conjecture, we examine whether
MIMLSVMþ is able to construct similar predictive models
for correlated terms, though MIMLSVMþ does not consider
term correlations. In this study, we use the data set D3 of
stage range 4-6 and 30 terms for illustration, since on this data
set E-MIMLSVMþ shows comparable performance with
MIMLSVMþ in terms of all the criteria. Note that the data
set is partitioned into training/test set repeatedly for 30 trials
to obtain reliable performance estimations for CV terms. For
each trial, let L denote the matrix representing the degrees of
correlation between paired CV terms, i.e., L ¼ ½lty� ðt; y 2 YÞ,
where lty is the Pearson correlation coefficient between the
terms t and y; P is the matrix representing the similarities of
two SVM models, i.e., P ¼ ½pty� ðt; y 2 YÞ, where pty is
defined as the cosine of the angle between the model
parameters At and Ay. Here, At represents the model
parameters of the obtained SVM ft for annotating the term
t, and is defined as At ¼ ½�1t; �2t; . . . ; �nt; bt�T . To study
whether a larger lty can result in a higher value of pty, we
calculate the Pearson correlation coefficient 	LP ¼ 	ðfltyg;
fptygÞ for validation, where fltyg represents the vector
consisting of all the elements of L, and fptyg is the
corresponding vector consisting of the elements of P ; 	ð�; �Þ
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is used to calculate the Pearson correlation coefficient. If
correlated terms result in similar predictive models, 	LP will
be high. Note that the Pearson correlation coefficient can only
reflect the strength of linear dependence between variables.

To further study the relationship between correlation

of terms and the similarity of the corresponding models,

we also defined a measure, h
, called “match accuracy”

given by

h
 ¼
�ðL
; P
Þ

N

; ð9Þ

where 
 is a predefined positive value;L
 is the binary matrix
indicating the entries of L whose values are no less than 
,
i.e., L
 ¼ ½l
ðt; yÞ� ðt; y 2 YÞ where l
ðt; yÞ ¼ �ðlty � 
Þ; N
 ¼P

t

P
y l
ðt; yÞ represents the number of nonzero entries ofL
;

P
 is the binary matrix indicating the topN
 entries of P with
the maximum values, and can be obtained directly fromP by
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Fig. 4. Annotation performance of E-MIMLSVMþ, MIMLSVMþ, MLGR-SBOW, MLSS-BOW, and PMK. The horizontal axis in each subplot
represents the index of experimental data sets D1; . . . ; D18. The larger the values of macro F1, micro F1, AUC, and average precision, the better the
performance; the smaller the values of one-error, coverage, and ranking loss, the better the performance.



setting the topN
 entries of P with the maximum values to 1
while the others to 0; �ðL
; P
Þ is the match function counting
the number of overlapped positive entries of L and P .
�ðL
; P
Þ is defined as

�ðL
; P
Þ ¼
X
t

X
y

l
ðt; yÞp
ðt; yÞ : ð10Þ

Intuitively, L
 locates the term pairs with correlation

coefficients no less than the threshold 
, and P
 locates

the most similar model pairs of the same size to the located

term pairs of L
. Therefore, h
 measures the percentage of

similar model pairs whose corresponding term pairs have

correlation coefficients no less than 
.
We calculate the 	LP and h
 on the 30 distinct training sets

extracted from D3, and report the mean and standard
deviation of 	LP and h
. The obtained correlation coefficient
is 	LP ¼ 0:7667� 0:0131. This reflects the existence of strong
correlation between the term correlations and the model
similarities. Fig. 6 plots the h
 	 
 curve. It can be observed
from the figure that the match index h
 is increasing along
with the increase of the threshold 
. This implies that the
larger the correlation between terms, the more similar the
corresponding models. This result confirms our conjecture
that although MIMLSVMþ does not explicitly take the term
correlations into account, the MIML formulation has already
captured some useful term correlation information, and thus
MIMLSVMþ can achieve good annotation performance and

the improvement of E-MIMLSVMþ over MIMLSVMþ is not
as large as expected.

In general, if one’d like to build an efficient automated
annotation system for large-scale data, MIMLSVMþ is a good
option since it is simple and more efficient than methods
which take into account term correlations explicitly. While if
the computational load is not a concern and a higher
prediction accuracy is desired, E-MIMLSVMþ is preferred.

Recall that the performance of E-MIMLSVMþ is
dependent on the “scattering ration” q which determines
the number of term clusters. To study the influence of q,
we conduct additional experiments. Table 7 summarizes
the annotation performance of E-MIMLSVMþ in terms of
different criteria with q varying from 0.9 to 0.3 with an
interval of 0.1. It can be observed from the table that
the performance advantage of E-MIMLSVMþ against
MIMLSVMþ is relatively small when q is quite large
or quite small. Indeed, when q is quite large, many less-
related terms may be clustered together and regarded as
correlated; while when q is quite small, many related
terms may be put into different small clusters and
regarded as noncorrelated. In general, a moderate value
of q is preferred, such as q ¼ 0:5 adopted in our
experiments.

5 DISCUSSIONS

5.1 Identifying Problematic BDGP Annotations

The necessity of building a computational annotation
system stems from the need of an objective approach that
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TABLE 6
The Win/Tie/Loss Counts of E-MIMLSVMþ versus

MIMLSVMþ After Paired t-Tests at 95 Percent
Significance Level

Fig. 5. The performance improvement in terms of micro F1 of
E-MIMLSVMþ, MLGR-SBOW, and MLSS-BOW compared with their
degenerated versions which do not consider term correlations,
respectively.

TABLE 5
The Win/Tie/Loss Counts of MIMLSVMþ versus MLGR-SBOW,

MLSS-BOW, and PMK After Paired t-Tests at 95 Percent
Significance Level

Fig. 6. The relationship between the match index h
 and the threshold of
correlation coefficient 
. When 
 � 0:7250, h
 ¼ 1 since only diagonal
items are left for L and P on each training split Sj.



can produce reliable annotations for expression images
within a relatively small time cost. This would be very
helpful since qualified human curators are experts who
have received over 20 years education and are costly. Fig. 7
shows some annotation results obtained by MIMLSVMþ on
the data set D14 for annotating 20 CV terms to image groups
of stage range 13-16. Note that since D14 is partitioned into
30 training/test splits in our work, we simply selected some
results of the first trial for illustration. It can be seen from
Fig. 7 that overall, the automated annotation algorithm,
MIMLSVMþ, produces very promising results. A large
portion of the predicted CV terms coincide well with the
manual annotations. This confirms the feasibility of anno-
tating gene expression pattern with our proposed method.

Among all the 1,438 test image groups of the first trial on
D14, there are 427 cases whose top-predicted terms are not
identical to their BDGP annotation terms. This may be due
to the mistakes produced by our predictive model or
potentially by the human curator. For further examination,
we picked out a small portion of these cases and invited an
expert to carefully reexamine the annotations. Interestingly,
some image groups were found to be improperly manually
annotated in the BDGP database. For example, the image
groups of genes cad and Rab-RP3 as shown in Fig. 7 were
misannotated. For the gene cad, the term “embryonic
midgut” was predicted by the MIMLSVMþ. Indeed, part
of the midgut is stained and can be observed clearly from
the images; however, the midgut is not identified by the
BDGP curator. Similarly, for the gene Rab-RP3, the CV term
“embryonic midgut” is also the top-predicted term of the
MIMLSVMþ yet not a BDGP term. These examples imply
that though the human annotators do a great job in
annotating the BDGP images, there may exist some
problematic cases. It is expected no in situ image databases
will be perfect. Manually reexamining all the annotated
images would require tremendous efforts and a tremen-
dous amount of time. Therefore, only a very small number
of image groups were reexamined in our study.

Meanwhile, although our methods achieve good annota-
tion performance, different kinds of errors can be observed
from the prediction results, as illustrated by the prediction
results of genes r-l and CG9518 in Fig. 7. Prediction errors

can arise from different reasons, including the misannota-
tions of the database discussed above and the insufficien-
cies of training samples for some anatomical structures. For
example, Fig. 8 plots the number of positive training
samples of all the 60 CV terms of the experimental data
set D18. It can be observed from Fig. 8 that many terms
possess very small numbers of training samples. This leads
to the inadequate learning of these terms and results in their
low annotation performance.

We believe that the expertise of human curators would not
be simply replaced by computational annotation approaches.
However, when human curators are annotating new images,
it would be very helpful to launch our approach simulta-
neously, to help validate and double check the annotation
results for increasing the reliability of the annotations.

5.2 Advantages to Bag-of-Words Representation

The automated gene expression annotation task can be
considered as an image annotation problem from the view of
machine learning, such as image classification and object
recognition [4], [25], [38]. Thus, the ideas and methods
employed in traditional image annotation studies can be
borrowed to address the annotation problem. One repre-
sentative solution is the learning scheme based on the bag-of-
words representation of objects (images or image groups)
[25], [46], [49]. In this scheme, all the local patches generated
from training objects are first clustered to create some
representative local patterns used as “keywords;” then, for
an individual object, each of its local patches is compared to
all the keywords, and the closest keyword is used to
represented it; finally, the object is represented by a feature
vector where each element counts the frequencies of a
distinct keyword appearing in the object. After objects
represented by feature vectors, machine learning methods
can be applied to deal with the learning problems. This
strategy has been adopted in [23] and [24] for addressing the
Drosophila annotation problem. The information conveyed
by the bag-of-words representation scheme, however, is just
the statistics of “keywords” appearing in objects. This is an
indirect way for describing objects and may result in the loss
of discriminant information. For example, when a local
pattern is re-represented by its closest global “keyword,”
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TABLE 7
The Win/Tie/Loss Counts of E-MIMLSVMþ versus MIMLSVMþ After Paired t-Tests at 95 Percent

Significance Level, with the “Scattering Ratio” q Varying from 0.9 to 0.3 with an Interval 0.1



some specific information of this local region may have been

lost. When the number of occurrences of “keywords” is

simply aggregated to derive frequencies, useful relation

information between the local patterns is neglected. In this

paper, we use the MIML representation of image groups, and

design learning algorithms based on the MIML learning

framework to address the Drosophila annotation task. Our

representation is helpful to preserve characteristics of local

patterns since it represents local patterns directly using

information of local regions. It is also possible to exploit the

relationship information between local patterns [55]. Com-

pared with bag-of-words, our representation scheme is more

direct and natural.

5.3 Potential of MIML to Other Bioimages

It is important to note that many computational annotation

methods, such as the ones described in [22], [52], and [24],

require the view information (lateral, dorsal, or others) of

images for annotating the anatomical terms. While in our

MIML learning methods, all the patches extracted from

images of different views are simply collected together to

create a bag of instances, and no information about views is

utilized. This simplifies the annotation process in some

sense, and makes our methods more widely applicable for

bioimage annotation tasks. Therefore, the main limitation of

our methods lies in the process of image normalization.

That is, each image should contain only one embryo scaled

to the same size and adjusted to the same orientation, as

done in the FlyExpress database where all the embryos are

of the same size and aligned with anterior to the left.
So far, many model organism specific in situ image

databases have been established besides BDGP for mapping
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Fig. 8. Numbers of positive training samples of 60 annotation terms of
the experimental data set D18. The vertical axis indicates the number of
positive training samples. Since the data set is partitioned into training/
test sets for 30 times, the average number of positive training samples
across the 30 trials is presented for each term.

Fig. 7. Sample annotation results for annotating 20 CV terms to image groups under the stage range 13-16. BDGP terms denote the manual
annotations in the BDGP database, and predicted terms denote the CV terms predicted by the MIMLSVMþ. For each image group, the predicted
terms are ranked in descending order according to their MIMLSVMþ output scores.



gene expression of different species, such as ANISEED [40],
ABA [29], and ZFIN [39]. Like the BDGP database, the
ANISEED database collects in situ expression images during
ascidian (Ciona, Halocynthia, and Phallusia) embryonic
development, and organizes these images in groups based
on genes and developmental stages with text-based anato-
mical ontology terms annotated to these image groups. This
makes it much easier for researchers to build an annotation
system based on our MIML learning methods after normal-
izing the images. Similarly, the ZFIN database [39] gathers
expression images during zebrafish embryogenesis, and also
possesses text-based anatomical ontology annotations for
images. But, in general, the terms are directly annotated to
individual images instead of image groups. Nevertheless,
our MIML learning based methods can also be applied under
this setting, since the bag of instances can be formed simply
from the local patches of individual image. This can be
carried out similarly as the cases in our Drosophila annotation
problem in that each image group contains only one single
image. The Allen Brain Atlas (ABA) [29] contains a large
scale collection of in situ images of (both adult and
developing) mouse brains, and possesses a distinct anat-
omy-based annotation scheme. That is, for each develop-
mental stage, anatomical reference atlases are provided as
templates for end users to find out which anatomical
structures are matched with the stained image regions.
Although this annotation scheme can avoid explicit manual
annotation errors to be presented in database, it relies heavily
on the ability of individual user to fulfill the image
annotation process. Intuitively, it is possible to use our
MIML learning based method to accomplish the annotation
task if we can collect enough images annotated with text-
based anatomical terms to be used as training samples. In
general, our work provides an effective framework that can
be applied to a wide range of in situ images for implementing
the computational annotation.

Besides in situ gene expression pattern images, there are
also large amounts of image data in the fields of biology. For
example, the image data on subcellular locations of proteins
which describes the spatial distribution of proteins ex-
pressed in a given cell type [14]. Similar to gene expression
images, the images of protein subcellular location patterns
can also be 2D microscopy images photographed for
3D objects by digital cameras. Analogous to our gene
expression pattern annotation task, the aim of automated
analysis of protein subcellular location images is to identify
which organelles show expression of a protein within a cell.
During the past decade, methods for automated analysis of
protein subcellular location images have been developed
based on machine learning techniques and have achieved
great successes [14], [20], [34]. Since proteins can display
high specialized locations in cells, such as being localized to
mitochondrial inner membrane, protein expression patterns
of individual organelles can be obtained. Thus, methods [51]
for recognizing multiple protein subcellular locations within
cells are often established on the assumption that the
expression patterns of constituent individual organelles
can be acquired in advance. Obviously, these methods could
not be applied to our gene expression pattern annotation

problem, since genes often express in multiple structures
simultaneously instead of individual anatomy, and thus
expression patterns of specific individually isolated named
anatomical structures are hard to be obtained. By contrast,
our MIML learning based methods are designed for
addressing a more general learning problem, and thus can
be easily applied to the protein subcellular location
identification problem for annotating multiple subcellular
locations for each image. That is, our MIML learning based
methods can provide general solutions for addressing
problems of automated analysis of bioimages besides in
situ gene expression images.

6 CONCLUSIONS

In this paper, we address the problem of automated
annotation of Drosophila gene expression pattern images,
which extends our preliminary research [30]. We first show
that the underlying nature of the annotation task matches
well with a new machine learning framework, MIML
learning [56], [57]. Then, we propose two MIML learning
algorithms, MIMLSVMþ and E-MIMLSVMþ, to deal with the
annotation problem. Experiments show that our MIML
solutions to the annotation problem can lead to performance
superior to state-of-the-art Drosophila gene expression pattern
annotation method, which demonstrates the effectiveness of
the MIML learning framework for annotating bioimages.

The maturing of technologies for high-throughput data
production and curation makes genome-wide studies and the
integration of genomic data with high volume of various
information feasible. Although, large amounts of image data
have been produced, automatically interpreting these data is
still in its infancy. Effective and efficient approaches are
demanded. The work described in this paper provides a new
solution to automated understanding of bioimages. Although
our work is based on the Drosophila embryo image data, it can
also be applied to image data of other species or other
bioimage-related problems. This makes our methods valu-
able for the general areas of bioimage informatics [35].

The proposed MIML learning methods achieve promis-
ing prediction results, however, there is still much room to
improve. This can be achieved either by designing more
descriptive features for representing expression patterns or
by enhancing the models to utilize training information
more effectively, for example, identifying high-order corre-
lations among annotation terms and trying to make use of
them. Currently, our work focuses more on the problem of
data representation and model construction, and less on the
image normalization problem. In the future, we plan to
work out computational methods that can implement fully
automated analysis of the original expression images.

ACKNOWLEDGMENTS

The authors want to thank Dr. Charlotte Konikoff for
examining the in situ image groups, and the associate editor
and anonymous reviewers for helpful comments and
suggestions. This research was partially supported by the
National Fundamental Research Program of China
(2010CB327903), the National Science Foundation of China
(60721002, 61073097), the Jiangsu Science Foundation

110 IEEE/ACM TRANSACTIONS ON COMPUTATIONAL BIOLOGY AND BIOINFORMATICS, VOL. 9, NO. 1, JANUARY/FEBRUARY 2012



(BK2008018), the Postdoctoral Science Foundation of China

(20090461086), the Jiangsu Postdoctoral Foundation

(0802001C), the National Institutes of Health (HG002516),

and the US National Science Foundation (IIS-0612069,

IIS-0953662).

REFERENCES

[1] B. Bakker and T. Heskes, “Task Clustering and Gating for
Bayesian Multitask Learning,” J. Machine Learning Research,
vol. 4, pp. 83-99, 2003.

[2] M.R. Boutell, J. Luo, X. Shen, and C.M. Brown, “Learning Multi-
Label Scene Classification,” Pattern Recognition, vol. 37, no. 9,
pp. 1757-1771, 2004.

[3] C.J.C. Burges, “A Tutorial on Support Vector Machines for Pattern
Recognition,” Data Mining and Knowledge Discovery, vol. 2, no. 2,
pp. 121-167, 1998.

[4] G. Carneiro, A.B. Chan, P.J. Moreno, and N. Vasconcelos,
“Supervised Learning of Semantic Classes for Image Annotation
and Retrieval,” IEEE Trans. Pattern Analysis and Machine Intelli-
gence, vol. 29, no. 3, pp. 394-410, Mar. 2007.

[5] C.-C. Chang and C.-J. Lin, “LIBSVM : A Library for Support Vector
Machines,” http://www.csie.ntu.edu.tw/~cjlin/libsvm, 2001.

[6] F.R.K. Chung, Spectral Graph Theory. Am. Math. Soc. Press, 1997.
[7] C. Cortes and V. Vapnik, “Support Vector Networks,” Machine

Learning, vol. 20, no. 3, pp. 273-297, 1995.
[8] N. Cristianini and J. Shawe-Taylor, An Introduction to Support

Vector Machines and Other Kernel-Based Learning Methods.
Cambridge Univ. Press, 2000.

[9] S. Daskalaki, I. Kopanas, and N.M. Avouris, “Evaluation of
Classifiers for an Uneven Class Distribution Problem,” Applied
Artificial Intelligence, vol. 20, no. 5, pp. 381-417, 2006.

[10] R.O. Duda, P.E. Hart, and D.G. Stork, Pattern Classification, second
ed. John Wiley & Sons, Inc., 2001.

[11] T. Evgeniou, C.A. Micchelli, and M. Pontil, “Learning Multiple
Tasks with Kernel Methods,” J. Machine Learning Research, vol. 6,
pp. 615-637, 2005.

[12] T. Evgeniou and M. Pontil, “Regularized Multi-Task Learning,”
Proc. 10th ACM SIGKDD Int’l Conf. Knowledge Discovery and Data
Mining, pp. 109-117, 2004.
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